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The goal of these lectures is to introduce a formalism for constructible sheaves of stable ∞-
categories on graphs (spanning surfaces with boundary). As will see, this formalism can be used
to approach representation theoretic questions. We will focus on a specific class of examples of
such sheaves, whose stable ∞-categories of global sections describe derived categories of gentle
algebras, or equivalently topological Fukaya categories. This class of examples is in some ways
particularly simple but nevertheless exhibits many interesting phenomena.

In the first lecture, we recall the formalism for constructible sheaves in terms of functors
out of the exit path category. The second lecture will introduce the specific class of examples
giving rise to topological Fukaya categories. The third lecture will explain how widely known
features of the representation theory of gentle algebras, the so-called geometric model, present
themselves in terms of sheaf theory. In the last lecture, will study functors between different
topological Fukaya categories and give an outlook on a broader classes of constructible sheaves
called perverse schobers.

Preliminaries: We will assume basic knowledge of ∞-category theory and the language
of stable ∞-categories. Prior exposure to the representation theory of gentle algebras will be
helpful for lecture 3.
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1 Lecture 1: Constructible sheaves on graphs

1.1 Marked surfaces and spanning graphs

Definition 1.1. A marked surface (S, M) consists of compact oriented topological surface S
with non-empty boundary S and a finite set of marked points M ⊂ S, such that every boundary
component contains at least one marked point. We typically just write S for the marked surface
(S, M).

By a graph G, we will mean a graph with a finite set of vertices and edges. We allow
external edges, meaning edges which are incident once to only a single vertex. Each internal
edge of a ribbon graph consists of two halfedges, lying at the two vertices incident to the edge.
For simplicity, we will not allow loops in graphs, meaning edges which are incident to the same
vertex twice.

The geometric realization |G| of a graph G is the corresponding topological space, obtained
by gluing together an interval for every edge along the vertices.

Definition 1.2. We call a graph G a spanning graph of a marked surface S if it is equipped
with an embedding i : |G| ⊂ S\M satisfying that

• i is a homotopy equivalence,

• only the external endpoints of the external edges intersect the boundary ∂S, and

• ι induces a bijection between the set of external edges of G and the connected components
of ∂S\M .

Remark 1.3. A ribbon graph is a graph G equipped with a cyclic order on the set of the
incident half-edges at every vertex v of G.

If G is a spanning graph of a marked surface S, then it inherits a canonical ribbon graph
structure, via the counterclockwise order induced by the orientation of S.

Example 1.4. (1) The annulus (in green) with two marked points (in orange) together with
a spanning graph (in black).

(2) A triangulation of a 4-gon and the dual trivalent spanning graph.

2



e1e2

e3

e4

e5

v1

v2

Note that every spanning graph is dual to a decomposition of the marked surface into
polygons with corners at the marked points.

Definition 1.5. The exit path category Exit(G) ∈ Cat∞ of a graph G is defined as the nerve
of the 1-category with

• objects the vertices and edges of G and

• non-identity morphisms of the form v → e with v a vertex incident to an edge e. If e is a
loop at v, then there are two morphisms v → e in Exit(G).

Example 1.6. The exit path category of the trivalent spanning graph from Example 1.4.(6)
can be depicted as follows:

e2 e5

v1 v2

e3 e1 e4

1.2 Constructible sheaves on stratifies spaces

The above exit path category of a graph is a special case of a more general construction, taking
as input a stratified space, see [Lur17, Section A.6].

A stratified space consists, roughly, of a topological space X together with nested subspaces1

X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ X, subject to conditions which depend on the context of interest
(e.g. conical stratification, complex stratification, . . . ). We refer to the subspaces Xi\Xi−1 as
the strata of the stratification.

Example 1.7. Let G be a graph and denote by G0 its set of vertices. Then G0 ⊂ |G| is a
stratified space. The 0-dim stratum is given by G0. The 1-dim stratum is given by the edges
(without the vertices) in |G|.

Given a stratified space X, the 0-simplicies of the simplicial set Exit(X) are the points of
X and the 1-simplicies in X are paths in X which exit strata in the direction of lower indices.
In the case X = |G|, the resulting simplicial set is equivalent to Exit(G) from Definition 1.5 by
using that each edge of |G| is contractible.

A sheaf on a stratified space X is called constructible if and only if its restriction to each
stratum of X is a locally constant sheaf.

Theorem 1.8 ([Lur17] for C = S, [PT22]). Let X be a sufficiently nice conically stratified space
and C a compactly generated ∞-category. Then there exists an equivalence of ∞-categories

Shvc(X,C) ≃ Fun(Exit(X),C)
1More generally, the subspaces can also be indexed by a poset.
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between the ∞-category of C-valued constructible sheaves on X and the ∞-category functors
from the exit path ∞-category of X to C.

In the case of constructible sheaves on graphs, we will leave the above identification between
constructible sheaves and functors Exit(G) → C implicit and simply refer to the latter as
constructible sheaves. The value of such a functor F at an edge e ∈ Exit(G) describes the stalk
of F at any point on the edge. Similarly, the value F(v) for v ∈ Exit(G) a vertex describes the
stalk of F at v.

We will mostly be interested in the case that C = St, the compactly generated ∞-category
of small stable ∞-categories and exact functors.

1.3 Global and lax sections

Definition 1.9. Let Exit(G)→ St be a constructible sheaf. The∞-category of global sections
RΓ(G,F) is defined as the limit limF ∈ St.

Recall that the forgetful functor St→ Cat∞ preserves limits.

Remark 1.10. Every functor F : Exit(G) → Cat∞ factors through the localization functor
N(Set∆) → Cat∞. This means that F amounts to a strictly commuting diagram of simplicial
sets. This follows from the observation that there are no non-degenerate n-simplicies for n ≥ 2
in Exit(G).

We will always denote this factorization by f : Exit(G)→ N(Set∆).

In Matteo’s lecture, we saw the following:

Theorem 1.11 ([Lur, 03AB]). Consider a functor F : Exit(G) f−→ N(Set∆)→ Cat∞. Then the
limit of F is equivalent to the ∞-category of coCartesian sections of the coCartesian fibration
Γ(f) → Exit(G) called the Grothendieck construction (also called the weighted nerve in [Lur,
025X]).

Definition 1.12. Consider a constructible sheaf F : Exit(G) → St. The ∞-category of lax
sections

L(G,F) := Fun(Exit(G), Γ(f))×Fun(Exit(G),Exit(G)) {idExit(G)}

is defined as the ∞-category of sections of the Grothendieck construction p : Γ(f)→ Exit(G).

Note that the inclusion of coCartesian sections into all sections defines (by definition) a fully
faithful functor

RΓ(G,F) ↪→ L(G,F) .

Remark 1.13. The ∞-category of lax sections of F describes the (∞, 2)-categorical lax limit
of F, and thus has no analog in classical sheaf theory.

Example 1.14. Let
G1 = ·

be the ribbon graph with a single vertex v and a single edge e. Then Exit(G1) ≃ ∆1. A functor
F : Exit(G1) → St thus amounts to an exact functor F : A → B between stable ∞-categories.
Then RΓ(G1,F) ≃ F(v) = A. An object in L(G1,F) however consists of a triple (Xa, Xb, η)
with Xa ∈ A ⊂ Γ(f), Xb ∈ B ⊂ Γ(f) and η : F (Xa) → Xb a morphism in B (encoding a
morphism Xa → Xb in Γ(f)). If the natural transformation η is a natural equivalence, then the
lax section (Xa, Xb, η) is coCartesian and thus lies in the image of A ≃ RΓ(G1,F) ↪→ L(G1,F).
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Remark 1.15. Colimits in functor categories are computed pointwise, meaning that a diagram
Z▷ → Fun(C,D) is a colimit diagram if and only if its evaluation Z▷ → D at any c ∈ C

is a colimit diagram. Similarly, (finite) colimits in the ∞-categories of sections L(G,F) are
computed pointwise in Exit(G). Using this fact, it is easy to see that L(G,F) is a stable
∞-category.

We will next explain how local sections of F, namely the stalks on G, define lax sections of
F. For that, we will need to use relative Kan extensions.

1.4 Lax sections from relative Kan extension

We first sketch the definition of left Kan extensions. For simplicity, we only discuss the case of
Kan extensions along inclusions, for a discussion of the general case, we refer to [Lur, Subsection
02Y7].

Let C0 ↪→ C be a fully faithful functor between ∞-categories and F : C → D a functor
between ∞-categories. Let X ∈ C be an object. We denote C0

/X = C0 ×C C/X ⊂ Fun(∆1,C).

Definition 1.16. We say that F is the left Kan extension of F |C0 if for each object X ∈ C, the
value F (X) is given by the colimit of2

C0
/X → C0 ↪→ C

F−→ D .

The above definition is also known as the pointwise definition of Kan extensions: it describes
how to compute the value of the Kan extension at every point X ∈ C.

Example 1.17. Let

C0 =
0 1

2

↪→ C =
0 1

2 ∗

Then the left Kan extension of F : C0 → D evaluated at ∗ ∈ C is given by the colimit
(i.e. pushout) of F in D.

Left Kan extensions form a functor that is the left adjoint to the pullback functor along
C0 ⊂ C:

Theorem 1.18 ([Lur, Cor. 030B]). Suppose that D admits sufficient colimits. Then there exists
an adjunction

Lan: Fun(C0,D)←→ Fun(C,D) : (C0 ⊂ C)∗

where Lan maps each functor C0 → D to its left Kan extension. Furthermore, the functor Lan
is fully faithful (this fails if C0 → C is not fully faithful).

Suppose now that we are given functors p : D→ E and a : C→ E, with E an ∞-category. If
we are given a functor F 0 : C0 → D such that the following diagram commutes

C0 D

C E

F 0

p

a

2More precisely, the canonical cone C0
/X ∗ ∆0 → D with tip F (X) is a colimit cone.
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there is a similar notion of p-relative left Kan extension, which is a lift of C→ E along p of the
following form:

C0 D

C E

F 0

p

a

Lanp(F 0)

This works analogously to usual Kan extensions, these can again be characterized via a point-
wise, now relative, colimit formula. The case of E = ∗ corresponds to usual Kan extensions.
The theory of relative colimits and Kan extensions is however too lengthy to unravel in this
lecture. We invite the interested reader to consult [Lur, Subsection 02Z2].

Particularly relevant for us will be the case C = E and a = idC. We denote by

Fun/C(C,D) = Fun(C,D)×Fun(C,C) {idC}

the ∞-category of sections of p and by

Fun/C(C0,D) = Fun(C0,D)×Fun(C0,C) {C0 ↪→ C}

the ∞-category of partial sections of p. Then p-relative left Kan extensions can be defined as
follows:

Definition 1.19. Suppose that D admits sufficient colimits. Then the restriction functor

Fun/C(C,D) −→ Fun/C(C0,D)

admits a left adjoint, called the p-relative left Kan extension functor Lanp.

Example 1.20. Let F : Exit(G)→ St be a constructible sheaf. Let v be a vertex of G. We fix
X ∈ F(v). Consider the Grothendieck construction p : Γ(f)→ Exit(G). Note that F(v) ⊂ Γ(f)
is the fiber of p at v ∈ Exit(G) and thus a full subcategory. We can thus consider X as a functor
∆0 → Γ(f). The left Kan extension Lanp(X) defines a section of p:

∆0 Γ(f)

Exit(G) Exit(G)

v

X

p

id

Lanp(X)

Thus Lanp(X) ∈ L(G,F) is a lax section. We can concretely describe Lanp(X) as follows:

• We have Lanp(X)(v) = X ∈ F(v).

• For each vertex v′ ̸= v, we have Lanp(X)(v′) = 0 ∈ F(v′) ⊂ Γ(f). Roughly speaking, this
is a consequence of the fact that there are no morphisms v → v′ in Exit(G).

• Let e1, . . . , en be the edges incident to v. Then

Lanp(X)(ei) = F(v → ei)(X) ∈ F(ei)

and the morphism Lanp(X)(v → ei) is coCartesian.

• For other edges e′ ̸= e1, . . . , en, we again have Lanp(X)(e′) = 0.
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We can thus depict the lax section Lanp(X) as follows:

0 0 F(v → e1)(X) X F(v → en)(X) 0 0

0 . . . 0

!
!

!

where the morphisms indicated by ! are coCartesian morphisms.

To summarize:

Lemma 1.21. Let F : Exit(G)→ St.

(1) Let v ∈ Exit(G) be a vertex. Then p-relative left Kan extension along ∆0 v−→ Exit(G)
defines a fully faithful functor

Lanp(-) : F(v) ↪→ L(G,F) ,

embedding local sections at v into the∞-category of lax sections. Further, Lanp takes values
in lax sections which are coCartesian locally at v.

(2) Let e ∈ Exit(G) be an edge. Then p-relative left Kan extension along ∆0 e−→ Exit(G) defines
a fully faithful functor

Lanp(-) : F(e) ↪→ L(G,F) .

For X ∈ F(e), the section Lanp(X) vanishes at all x ∈ Exit(G), except at for x = e, where
Lanp(X)(e) ≃ X.

The bigger stable ∞-category of lax sections of a constructible sheaf F can be helpful to
study even when one is only interested in the ∞-category of global sections, since it forms the
ambient category in which one can build global sections out of Kan extensions of local sections.
We will see this in action in lecture 3.

2 Lecture 2: Topological Fukaya categories
In this lecture, we will introduce a specific class of constructible sheaves of stable ∞-categories
on spanning ribbon graphs of surfaces. We will call them gentle sheaves. Their global sections
are referred to as topological Fukaya categories. These categories were constructed in terms
of a slightly different formalism (namely that of 2-Segal objects) by Dyckerhoff–Kapranov in
[DK18,DK15]. The topological Fukaya categories are equivalent to the derived ∞-categories of
graded gentle algebras [HKK17], as well as to the partially wrapped Fukaya categories of the
marked surfaces considered as symplectic manifolds with stops at the marked points [LP20].

The form of gentle sheaves is very simple: they assign to each n-valent vertex the derived
∞-category of the An−1-quiver and to each edge the derived ∞-category Dperf(k) of the base
field k. What makes the construction non-trivial are the following two aspects:

• The An−1-quiver hides the rotational Z/nZ-symmetry of the n-gon. To get a uniquely
defined ∞-category of global sections, we must show that all gentle sheaves on a given
ribbon graph are equivalent, in particular explaining why they do not change under rota-
tion of the n-gon. This is achieved by the Serre functor of Dperf(An−1), which acts as a
kind of rotation, whose n-th power is the shift [−2].

• We must show that the entire construction is independent on the choice of spanning graph.
This is done by showing that contractions of ribbon graphs induce equivalences between
the global sections.
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2.1 Gentle sheaves on the n-spider

We fix a field k. We denote by Dperf(An) the derived ∞-category of the abelian category of
k-linear modules over the An-quiver. One can show that there exists an equivalence of stable∞-
categories Dperf(An) ≃ Fun(∆n−1,Dperf(k)). An object in Fun(∆n−1,Dperf(k)) can be identified
with a sequence of objects and morphisms X0 → X1 → · · · → Xn−1 in Dperf(k).

Construction 2.1. As a warm-up, we turn the assignment

(X0 → X1 → . . . Xn−1) 7→ fib(Xi → Xi+1)

into an exact functor
fibi,i+1 : Fun(∆n−1,Dperf(k))→ Dperf(k) .

For this, we compose the following two functors:
1) Consider the inclusion ιi,i+1 : ∆1 = ∆{i,i+1} ⊂ ∆n−1 of the objects i, i + 1. Then precom-

position with ιi,i+1 defines a functor

ι∗
i,i+1 : Fun(∆n−1,Dperf(k))→ Fun(∆1,Dperf(k)) .

This functors admits left and right adjoints, given by Kan extension, and is thus exact.
2) Let C be a stable ∞-category (for instance C = Dperf(k)). Then the passage to the fiber

defines an exact functor fib: Fun(∆1,C)→ C, see [Lur17, Rem. 1.1.1.7, 1.1.1.8].

Pulling back along the inclusions ∆0 = ∆{0}, ∆0 = ∆{n−1} ↪→ ∆n−1, we similarly obtain
exact functors π0, πn−1 : Fun(∆n−1,Dperf(k))→ Dperf(k) given on objects by the assignments

π0 : (X0 → X1 → . . . Xn−1) 7→ X0

and
πn−1 : (X0 → X1 → . . . Xn−1) 7→ Xn−1 .

Definition 2.2. We denote by Gn the n-spider, given by the ribbon graph with a unique vertex
v and n incident edges e1, . . . , en. We define a constructible sheaf Fv : Exit(Gn) → St on Gn

as follows:

• We set Fv(v) = Fun(∆n−1,Dperf(k)) and Fv(ei) = Dperf(k) for all 1 ≤ i ≤ n.

• We set

Fv(v → ei) =


πn−1 i = 1
fibn−i,n−i+1 2 ≤ i ≤ n− 1
π0[1] i = n .

We call Fv the gentle sheaf on the n-spider.

Remark 2.3. For 0 ≤ i ≤ n− 2, the functor fibi,i+1 is right adjoint to the functor

(-)⊗k Si = (-)⊗k (· · · → 0→ k → 0→ . . . ) : Dperf(k)→ Dperf(An) ≃ Fun(∆n−1,Dperf(k)) .

Here Si corresponds to the simple module in the An-module category An arising from the the
vertex i + 1. The diagram Si = (· · · → 0 → k → 0 → . . . ) ∈ Fun(∆n−1,Dperf(k)) has the
non-zero entry at the 0-simplex i.

Similarly, the functor πn−1 is right adjoint to

(-)⊗ Sn−1 = (-)⊗k (· · · → 0→ k) : Dperf(k)→ Dperf(An) ≃ Fun(∆n−1,Dperf(k))

and π0[1] is right adjoint to

(-)⊗k Sn[−1] = (-)⊗k (k id−→ . . .
id−→ k)[−1] : Dperf(k)→ Dperf(An) ≃ Fun(∆n−1,Dperf(k)) .
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Exercise 1. The left adjoint of the fiber functor fib(∆1,Dperf(k))→ Dperf(k) can be shown to
be given on objects by the assignment X 7→ (X → 0). The left adjoint of restriction is given by
left Kan extension. Using these two facts, prove the formula for the value of the left adjoint of
fibi,i+1 at k given in Remark 2.3.

The Serre functor of Dperf(An) cyclically permutes the objects S0, . . . , Sn up to shift. A
discussion of Serre functors, especially in the ∞-categorical setting, would go beyond the scope
of this lecture (see for instance [Chr23] for a definition of Serre functor). We next instead simply
construct an autoequivalence U of Fun(∆n−1,Dperf(k)), and note that one can show this to be
the negative suspension of the Serre functor.

Construction 2.4. Let E1 be the ∞-category of diagrams in Dperf(k) of the form3

0

0 X0 X1 . . . Xn−1

and similarly E2 the ∞-category of diagrams in Dperf(k) of the form

Y0 Y1 . . . Yn−1 0

0 X0 X1 . . . Xn−1

□ □ □ □

with all square being biCartesian.
There are apparent restriction functors E2

r2−→ E1
r1−→ Fun(∆n−1,Dperf(k)). We observe that

• every diagram in E1 is the left Kan extension of its restriction to ∆n−1 along the inclusion
∆n−1 ⊂ ∆n ⨿∆{0} ∆1, and

• every diagram in E2 is the right Kan extension of its restriction to ∆n−1 ⊂ ∆n ⨿∆{0} ∆1

along the inclusion
∆n−1 ⊂ ∆n ⨿∆{0} ∆1 ⊂ ∆n ×∆1 .

Thus, the restriction functors r1, r2 are trivial fibrations, and in particular equivalences of ∞-
categories.

We define an automorphism U : Fun(∆n−1,Dperf(k)) → Fun(∆n−1,Dperf(k)) as the com-
posite of (r2 ◦ r1)−1 with the restriction functor to Y0 → · · · → Yn−1.

It is straightforward to compute U(Si):
The diagram

k[−1] 0 0 . . . 0

0 k k . . . k

□ □

shows that U(Sn) ≃ S0[−1].
The diagram

k[−1] k[−1] . . . k[−1] 0

0 0 . . . 0 k

□ □

3Formally, this is a subcategory of the ∞-functor category Fun(∆n ⨿∆{n−1} ∆1,Dperf(k)).
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shows that U(Sn−1) ≃ Sn[−1].
The diagram

. . . 0 k 0 . . .

. . . 0 k 0 . . .

□ □

shows that U(Si) ≃ Si+1 if 0 ≤ i ≤ n− 2.

Lemma 2.5. For all i ∈ Z/nZ, there exists a natural equivalence

Fv(v → ei) ◦ U ≃
{
Fv(v → ei−1) 1 ≤ i ≤ n− 1
F(v → en−1)[2] i = n .

Thus, rotating the n-spider transforms the gentle sheaf Fv into an equivalent constructible sheaf.

Proof. Passing to left adjoints, we can equivalently show that

U−1 ◦ F(v → ei)L ≃
{
F(v → ei−1)L 1 ≤ i ≤ n− 1
F(v → en−1)L[−2] i = n ,

or that

F(v → ei)L ≃
{

U ◦ F(v → ei−1)L 1 ≤ i ≤ n− 1
U ◦ F(v → en−1)L[−2] i = n .

We show these equivalence in the case n = 3, the general case is analogous.
We have

F(v → e1)L = πL
1 ≃ (-)⊗k S2

F(v → e2)L = fibL
0,1 ≃ (-)⊗k S1

F(v → e3)L = (π0[1])L ≃ (-)⊗k S0[−1]

Thus
U ◦ F(v → e1)L ≃ (-)⊗k U(S1) ≃ (-)⊗k S2[−1] ≃ F(v → e3)L

U ◦ F(v → e3)L ≃ (-)⊗k U(S2)[−1] ≃ (-)⊗k S0[−2] ≃ F(v → e2)L[−2]

U ◦ F(v → e2)L ≃ (-)⊗k U(S0) ≃ (-)⊗k S1 ≃ F(v → e1)L

as desired.

2.2 Gentle sheaves and surface gradings

Let S be a marked surface and choose a spanning graph G.

Definition 2.6. We call a constructible sheaf F : Exit(G) → St a gentle sheaf if for each
n-valent vertex v of G with corresponding fully faithful inclusion Exit(Gn) ⊂ Exit(G), the
restriction F|Exit(Gn) is equivalent in Fun(Exit(Gn), St) to the gentle sheaf Fv on the n-spider.
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Example 2.7. Let S be the 4-gon. Let G be the trivalent dual ribbon graph of a triangulation
of S. Then a gentle sheaf on G is given by the following diagram:

Dperf(k) Dperf(k)

Fun(∆1,Dperf(k)) Fun(∆1,Dperf(k))

Dperf(k) Dperf(k) Dperf(k)

π1

fib

π0

π0 π1

fib

One can show that all gentle sheaves on this ribbon graph are equivalent.

Example 2.8. Let G be the spanning graph of the annulus from Example 1.4.(1). Then every
gentle sheaf on G is equivalent to a diagram of the following form

Dperf(k)

Dperf(k) Fun(∆1,Dperf(k)) Dperf(k) Fun(∆1,Dperf(k))

Dperf(k)
π1

fib

π0

π1[n]

fib

π0

for some n ∈ Z. We note that these sheaves are however not equivalent to each other.

So far, we have not discussed gradings of surfaces (also known as line fields). A line field
on a marked surface is a section of the projectivized tangent bundle of the surface (up to ho-
motopy). The collection of line fields is a H1(S)-torsor, they are determined by their winding
numbers along loops in the surface. Each gentle sheaf determines a line field. For instance, the
winding number of the line field on the annulus for the gentle sheaf from Example 2.8 along the
clockwise loop is given by n. We next sketch how to determine the winding numbers of the line
field from the gentle sheaf.

Interlude on transport and winding numbers
The winding numbers of the line field can be computed in terms of the so-called transport

equivalences, which we introduced in [Chr23]. Consider an embedded loop γ : S1 = [0, 1]/0 ∼
1 → S\G0. There is a decomposition of S into polygons, dual to the spanning graph G.
Intersecting γ with these polygons, we find that γ is the composite of a collection of curve
segments embedded in these n-gons. The basepoint of γ is chosen arbitrarily to lie on an edge
e of G.

We first define the transport along these segments and compose these to obtain the transport
F→(γ) of F along γ. Furthermore, each segment in a polygon is itself, up to homotopy fixing the
endpoints, the composite of a collection of minimal segments that each go one step clockwise
or counterclockwise. It thus suffices to define the transport for these elementary segments.

Consider an n-valent polygon with dual vertex v of G and incident edges e1, . . . , en. If
the elementary segment δ starts at the boundary component intersecting ei and ends at the
boundary components intersecting ei+1, meaning it goes one step counterclockwise, we define
F→(δ) : F(ei)→ F(ei+1) as the functor

F(v → ei+1) ◦ F(v → ei)L .

11



If δ instead goes clockwise, ending at the boundary component intersecting ei−1, we set

F→(δ) = F(v → ei−1) ◦ F(v → ei)R .

Given a loop γ, the transport equivalence

Dperf(k) = F(e) F→(γ)−−−−→ F(e) = Dperf(k)

is necessarily given by a shift functor [m] with m ∈ Z, since these are the only k-linear autoe-
quivalences of Dperf(k). The number m describes the difference in the winding numbers along
γ of the line field determined by F and the line field determined by the spanning graph G as
in [Chr23, Ex. 4.8].

One can show that:

Proposition 2.9. Let F,F′ : Exit(G) → St be two gentle sheaves. If for all loops γ in S\G0
there is a natural equivalence

F→(γ) ≃ (F′)→(γ) ,

then the line fields on S induces by F,F′ coincide. This is the case if and only if there exists an
equivalence F ≃ F′ in Fun(Exit(G), St).

2.3 Contractions of ribbon graphs

A contraction of an internal edge e of a ribbon graph is a local move of the following form:

v1 v2

. . . . . .

e1 e

en e′
1

e′
m−1

↠
ṽ

. . . . . .
e′

1

e′
m−1e1

Note that external edges are not allowed to be contracted (we will call the analogous process
edge removal and discuss this later).

A contraction c : G→ G′ is a finite sequence of contractions of edges of G as above.

Construction 2.10. Let c : G → G′ be a contraction between spanning graphs of a marked
surface S. Let F : Exit(G)→ St be a construcible sheaf on G. We define a constructible sheaf
c∗(F) : Exit(G′)→ St on G′ as follows:

We first suppose that c contracts a single edge e. We define c∗(F) as follows:

• For v not incident to e, we set c∗(F)(v) = F(v). Similarly, for e′ ̸= e, wet set c∗(F)(e′) =
F(e′) and for v → e′ a morphism in Exit(G), we set c∗(F)(v → e′) = F(v → e′).

• Let v1, v2 be the two vertices incident to e. These are contracted to a unique vertex ṽ of
G′. We define c∗(F)(ṽ) as the pullback

c∗(F)(ṽ) F(v2)

F(v1) F(e)

⌟ F(v2→e)
F(v1→e)

(1)

• For any edge e′ incident to ṽ in G′, we obtain c∗(F)(ṽ → e′) by composing functors
c∗(F)(ṽ)→ F(vi) and F(vi)→ F(e′) = c∗(F)(e′).

In the case that c contracts multiple edges, we repeatedly apply the above construction on
any order of the contracted edges.
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Lemma 2.11. Let c : G→ G′ be a contraction of ribbon graphs and F : Exit(G)→ St. There
exists an equivalence of ∞-categories of global sections

RΓ(G,F) ≃ RΓ(G′, c∗(F)) .

Proof. The contraction c induces a functor Exit(c) : Exit(G)→ Exit(G′), mapping each vertex
to the vertex it gets contracted into. We observe that c∗(F) is the right Kan extension of F

along Exit(c).
For instance, in the case of a contraction of a single edge e with two incident vertices v1, v2,

we have that v1, v2, e are all mapped to ṽ and thus the inclusion of the cospan v1 → e← v2 into
Exit(G)ṽ/ is cofinal. Thus the right Kan extension evaluated at ṽ is computed exactly as the
pullback (1).

The passage to the limit RΓ(G′, c∗(F)) = lim c∗(F) is right Kan extension along Exit(G′)→
∗. The desired equivalence thus follows from the fact that the composite of two right Kan
extensions is again a right Kan extension.

Lemma 2.12. Let c : G → G′ be a contraction of ribbon graphs. If F is a gentle sheaf on G,
then c∗(F) is a gentle sheaf on G′.

Proof sketch. Suppose that c contracts the edge e incident to two vertices v1, v2 of valency n
and m. The contracted vertex ṽ has valency n + m− 2. Applying the limit preserving functor
Fun(-,Dperf(k)) : (Cat∞)op → St to the pushout square

∆0 ∆n−2

∆m−2 ∆n+m−4
⌜

we obtain a pullback square

Fun(∆n+m−4,Dperf(k)) Fun(∆n−2,Dperf(k))

Fun(∆m−2,Dperf(k)) Fun(∆0,Dperf(k))

⌟

which implies c∗(F)(ṽ) ≃ F(v1) ×F(e) F(v2) ≃ Fun(∆n+m−4,Dperf(k)). We leave to the reader
the computation of the functors in c∗(F), showing that c∗(F) indeed is gentle.

Using this, one shows:

Theorem 2.13. Let S be a marked surface. Choosing two different spanning graphs G, G′ of
S and two gentle sheaves F : Exit(G) → St and F′ : Exit(G′) → St there exists an equivalence
of ∞-categories of global sections

RΓ(G,F) ≃ RΓ(G′,F′)

if and only if the corresponding line fields agree.
We call the equivalence class of the ∞-category RΓ(G,F) the Dperf(k)-valued topological

Fukaya category of S (considered as equipped with the corresponding line field).

Proof. This follows from Lemma 2.11 and the fact that any two spanning graphs are connected
via a zig-zag of contractions and Proposition 2.9.
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Remark 2.14. One can refine Theorem 2.13 to a construction of the topological Fukaya cate-
gory whose result is unique up to contractible choice, see [DK15].
Remark 2.15. The above discussion readily translates when replacing the coefficients Dperf(k)
by any other stable ∞-category D, such as the stable ∞-category of spectra Sp.
Remark 2.16. Suppose that the stable ∞-category of coefficients D is 2-periodic (and thus
idD ≃ [2]). Then the winding numbers of the gentle sheaf only matter up to parity. In this
case, there is a distinguished topological Fukaya category, which is associated with any line field
all of whose winding numbers are even. These 2-periodic topological Fukaya categories were
constructed in [DK18] in the k-linear setting and in [Lur15] for 2-periodic stable ∞-categories.

Choosing D = Dperf(k[t±
1 ]) ≃ Dperf(k)/[1] the 1-periodic derived ∞-category (which is a

2-periodic∞-category), the D-valued topological Fukaya category describes the Higgs category
categorifying the cluster algebra of the corresponding marked surface with coefficients in the
boundary arcs, see [Chr22]

3 Lecture 3: The geometric model via gluing
Many (if not all) aspects of the representation theory of derived categories of (graded) gentle
algebras can be described in terms of the combinatorial geometry of the corresponding marked
surface. For instance, the indecomposable objects can be classified in terms of certain homotopy
classes of curves (with decorations) in the marked surface. Such descriptions are referred to as
a geometric model [OPS18].

In this lecture, we will explain how this geometric model can be seen to arise from sheaf
theory. We will begin by matching the gluing of compatible local sections to a global section
on the geometric side with the composition of local curve segments to a global curve. As a
side note, we emphasize that this is the point where it becomes important that we formulated
the construction in terms of sheaves (whose local sections can be readily glued), as opposed
to cosheaves. The cosheaf language is typically the default in the literature, see for instance
[HKK17,GPS24], and has other advantages.

3.1 Objects from curves

For simplicity, we will only associate objects with embedded curves. We start with open em-
bedded curves, called arcs.
Definition 3.1. Let S be a marked surface. An arc in S consists of an embedded curve
γ : [0, 1]→ S satisfying that:

• The endpoints of γ lie in ∂S\M .

• The curve γ does not intersect ∂S except at the endpoints.

• The curve γ does not cut out a monogon (or equivalently γ is not contractible to a point
in ∂S).

We consider arcs up to homotopies relative ∂S\M4.
Definition 3.2. Let S be a marked surface equipped with an ideal triangulation. An arc
segment in S consists of an arc embedded in one of the triangles of S, considered itself as a
marked surface.
Definition 3.3. An ideal triangulation of a marked surface consists of a maximal collection of
non-intersecting5 arcs.

4This means that the endpoints are moved by the homotopies at most on the same component of ∂S\M .
5Meaning they have representatives that do not intersect.
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We note that the set of ideal triangulations of a marked surface is canonically in bijection
with the set of trivalent spanning graphs up to homotopy.

Remark 3.4. Each arc γ can be uniquely written as the composite of a finite collection of arc
segments δ1, . . . , δn. The arc segments are obtained by intersecting a representative of γ with
the ideal triangles of the triangulation.

δ

Figure 1: A triangle dual to a trivalent vertex of a ribbon graph. There are exactly three arc
segments in the triangle, one connecting each pair of edges of the triangle. One of the three arc
segments, denoted δ, is depicted here.

We now fix a marked surface S with a trivalent spanning graph G, dual to an ideal trian-
gulation. Let F : Exit(G)→ St be a gentle sheaf.

Lax sections from arc segments
Fix a triangle of S, containing the trivalent vertex v of G. Then F(v) = Fun(∆1,Dperf(k)) ≃

Dperf(A2). Up to shifts, F(v) thus contains the following three indecomposable modules:

0→ k, k
id−→ k, k → 0 .

We will match these objects with the three arc segments of the triangle.
Let e1, e2, e3 be the three edges incident to v. At v, e1, e2, e3, up to shift, F is given by Fv,

see above, with

Fv(v → ei) =


π1 i = 1
fib0,1 i = 2
π0[1] i = 3

Thus

F(v → ei)(0→ k) =


k i = 1
k[−1] i = 2
0 i = 3

F(v → ei)(k → 0) =


0 i = 1
k i = 2
k[1] i = 3

F(v → ei)(k → k)[−1] =


k[−1] i = 1
0 i = 2
k i = 3

Note that each indecomposable object evaluates non-trivially at exactly two of the three
edges incident to v.
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e

v1

v2

γ

Figure 2: An arc in the 4-gon.

Definition 3.5. Let δ be a segment in the ideal triangle at v, starting at an edge ei and ending
at an edge ei+1 for some i ∈ Z/3Z. We define Lv

δ ∈ F(v) as follows:

Lv
δ =


0→ k i = 1
k → 0 i = 2
(k → k)[−1] i = 3 .

Let p : Γ(f) → Exit(G) denote the Grothendieck construction of F. We turn Lv
δ into a lax

section of F via p-relative left Kan extension:

Definition 3.6. We define Lδ = Lanp(Lv
δ) ∈ L(G,F) as the p-relative left Kan extension of

Lv
δ ∈ F(v) ⊂ Γ(F) along the inclusion

∆0 v−→ Exit(G) .

As we noted in lecture 1, we have Lδ(v) ≃ Lv
δ ∈ F(v) and Lδ(ei) ≃ F(v → ei)(Lv

δ). Further,
for v′ ̸= v and e ̸= e1, e2, e3, we have Lδ(v′) ≃ 0 and Lδ(e) ≃ 0.

Gluing lax sections along arcs
We first spell out the construction in the case that S is the 4-gon, with two ideal triangles.

We choose G and the arc γ (in blue) as in Figure 2
Let F be the gentle sheaf from Example 2.7:

F =

Dperf(k) Dperf(k)

Fun(∆1,Dperf(k)) Fun(∆1,Dperf(k))

Dperf(k) Dperf(k) Dperf(k)

π1

fib

π0

π0 π1

fib

Let δ1, δ2 be the two arcs segments of γ. Then Lv1
δ1

= (k → k) ∈ F(v1) and Lv2
δ2

= (k → 0) ∈
F(v2). Thus

Lδ1(e) ≃ π1(k → k) ≃ k ≃ π0(k → 0) ≃ Lδ2(e) .

Let Le be given by the p-relative left Kan extension of k ∈ Dperf(k) = F(e) ⊂ Γ(F) along the
inclusion

∆0 e−−→ Exit(G) .

The lax section Le vanishes everywhere except at e, meaning that Le(e) ≃ k and Le(x) ≃ 0
for all e ̸= x ∈ Exit(G). There are inclusions of lax sections Le ↪→ Lδ1 and Le ↪→ Lδ2 , which
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evaluate at e to the equivalences Lδ1(e), Lδ2(e) ≃ k ≃ Le(e). We can depict the above lax
sections as the following diagrams in Γ(F):

Le =

0 0

0 0

0 k 0

Lδ1 =

0 0

(k → k) 0

k k 0

!
!

!

Lδ2

0 k

0 (k → 0)

0 k 0
!

!

!

We now define Xγ ∈ L(G,F) as the pushout of the following diagram:

Le

Lδ1 Lδ2

Limits in L(G,F) are computed pointwise, meaning that Xγ(y) is the pullback Lδ1(y)×Le(y)
Lδ2(y) for all y ∈ Exit(G). We can thus depict Xγ as follows:

0 k

(k → k) (k → 0)

k k 0
!

!

!

!

!

We observe that the section Xγ is coCartesian. This is no coincidence, Xγ was glued
from sections supported at different vertices which are coCartesian at their respective vertices.
Thus Xγ ∈ RΓ(G,F) ⊂ L(G,F) defines the desired object of the topological Fukaya category
associated with the arc γ.

The above construction readily generalizes to arbitrary arcs in arbitrary marked surfaces
equipped with a trivalent spanning graph (one can of course equally treat non-trivalent spanning
graphs): one constructs iterated pushouts, gluing in the local section corresponding to one arc
segment after the next. The result is a global section Xγ associated with every arc γ. In any
systematic development of this story, one must further equip the arcs with gradings relative to
the line field (which form a Z-torsor).
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Remark 3.7. We observe that the support of a global section associated with an arc, meaning
the objects of Exit(G) where the section evaluates non-trivially, is described exactly by the arc.

Exercise 2. Describe an analog of the above construction for closed embedded curves γ along
which the transport F→(γ) equivalent to the identity. Explain why one can associate an object
with a closed embedded curve equipped with a rank n local system on the curve (meaning an
automorphisms of k⊕n ∈ Dperf(k)).

3.2 Morphisms from intersections

Given a stable ∞-category C, there is a spectrally enriched ’derived Hom’, meaning a functor

MorC(-, -) : Cop × C→ Sp

valued in the stable ∞-category of spectra. This functor is exact in each component. For two
objects X, Y ∈ C, we have

πi MorC(X, Y ) ≃ Ext−i
hC(X, Y )

for all i ∈ Z.
Given two arcs γ, γ′ in a marked surface, the corresponding global sections Xγ , Xγ′ arise

as finite limits of diagrams built out of the lax sections associated with the segments of γ, γ′.
Using that MorC(-, -) is exact in each component, we can thus compute the extension groups
between the global sections out of the derived Homs between the lax sections associated with
segments.

The derived Homs between the lax sections of segments can be computed locally, i.e. in
Fun(∆1,Dperf(k)), using the following Lemma:

Lemma 3.8. Let δ be a segment lying at a vertex v and L′ ∈ L(G,F). Then

MorL(G,F)(Lδ, L′) ≃ MorF(v)(Lδ(v), L′(v)) .

In particular, if L′ = Lδ′ for a segment δ lying a vertex v′ ̸= v, then

MorL(G,F)(Lδ, Lδ′) ≃ 0 .

Proof. Recall that Lδ was defined as the p-relative left Kan extensions of Lδ(v). The desired
equivalence follows from the fact that p-relative left Kan extension is left adjoint to restriction
of sections to v.

We have

MorFun(∆1,Dperf(k))(0→ k, k → 0) ≃ 0 , MorFun(∆1,Dperf(k))(k → 0, 0→ k) ≃ k[1]

and
MorFun(∆1,Dperf(k))(0→ k, 0→ k) ≃ k .

Using the rotation symmetry, i.e. the Serre functor, this tells us all derived Homs between
the indecomposable objects in Fun(∆1,Dperf(k)). They count boundary intersections of the
corresponding segments in the triangle:

Definition 3.9. Let γ ̸= γ′ be two arcs in a marked surface S. We choose representatives of
γ, γ′ with the minimal number of intersections.

(1) A directed boundary intersection from γ to γ′ is an intersection of both γ and γ′ with
a boundary component B of S\M , such that the intersection of γ with B precedes the
intersection of γ′ with B in the clockwise direction.
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γ
γ′ γ

γ′

Figure 3: On the left: a crossing of two arcs γ, γ′. On the right: a directed boundary intersection
from γ to γ′.

(2) A crossing of γ, γ′ consists of an intersection of γ, γ′ in the interior of the surface.

Example 3.10. Let γ be as in Figure 2 and γ′ the unique arc with a crossing with γ (going
from the left vertical boundary edge to the right vertical boundary edge). We let F be as in
Example 2.7. We can depict Xγ′ as follows:

k 0

(0→ k[1]) (k[1]→ k[1])

0 k[1] k[1]
!

!

!

!

!

Using that Xγ ≃ Lδ1 ×Le Lδ2 , we find a pushout diagram:

Mor(Le, Xγ′) Mor(Lδ1 , Xγ′)

Mor(Lδ2 , Xγ′) Mor(Xγ , Xγ′)
⌜

We further have

Mor(Le, Xγ′) ≃ MorDperf(k)(k, Xγ′(e)) ≃ MorDperf(k)(k, k[1]) ≃ k[1]

Mor(Lδ1 , Xγ′) ≃ MorFun(∆1,Dperf(k))(k → k, 0→ k[1]) ≃ 0

Mor(Lδ2 , Xγ′) ≃ MorFun(∆1,Dperf(k))(k → 0, k[1]→ k[1]) ≃ 0 .

Thus Mor(Xγ , Xγ′) ≃ 0×k[1] 0 ≃ k. A similar computation shows Mor(Xγ′ , Xγ) ≃ k[−1].

Remark 3.11. The two classes of morphisms in topological Fukaya categories arising from
the two types of intersections can be distinguished categorically by their support as follows:
Directed boundary intersections give rise to morphisms which evaluate at the corresponding
external edge non-trivially. Crossings give rise to morphisms which evaluate trivially at every
external edge of the ribbon graph.

4 Lecture 4: Induction and perverse schobers
Let e be an edge of a ribbon graph G and let F : Exit(G)→ St be a constructible sheaf. Then
restriction of sections of the Grothendieck construction at e ∈ Exit(G) defines a functor

eve : L(G,F)→ F(e) .
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In the first part of this lecture, we will study this functor and the left adjoint functor
indL

e : F(e) → RΓ(G,F) of its restriction to RΓ(G,F), called induction (the adjoint of eve

taking values in L(G,F) is easy to describe, its simply given by left Kan extension). In the
second part, we will consider a broader class of constructible sheaves on graphs, called perverse
schobers, containing the gentle sheaves.

4.1 Stop removal

Let G be a spanning graph of a marked surface and choose an external edge of G. Let G′

be the ribbon graph obtained from removing e. Let v be the vertex incident to e. Given a
constructible sheaf F : Exit(G) → St, we define the constructible sheaf F′ : Exit(G′) → St as
follows:

• We set F′(v) = F(v)×F(e) 0 to be the fiber of F(v → e). For f ̸= e an edge incident to v,
we set F′(v → f) to be the composite F′(v)→ F(v) F(v→e)−−−−−→ F(e).

• For all v ̸= x ∈ Exit(G′), we set F′(x) = F(x). All remaining functors in F′ further
coincide with the functors in F′.

Proposition 4.1. (1) There exists a fiber sequence in St

RΓ(G′,F′) ↪→ RΓ(G,F) eve−−→ F(e) .

(2) If F is gentle, then so is F′.

Proof. Part (1) follows from the fact that limits commute with limits.
Part (2) can be shown using that the fiber of πn−2 : Fun(∆n−2,D(k))→ D(k) is equivalent

to Fun(∆n−3,D(k)).

Remark 4.2. Proposition 4.1 is the sheaf version of a similar localization sequence for partially
wrapped Fukaya categories in the case of marked surface [GPS24]. This localization sequence
is referred to as stop removal.

In the setting where every boundary component contains a marked point, the sheaf and
cosheaf version of stop removal can be interchanged. As soon as one removes the last external
edge e incident to a boundary component, the fiber of eve becomes different to the cofiber of
evL

e : the former will be a proper version of Fukaya category category, the latter the smooth
wrapped Fukaya category.

4.2 Induction

Given a gentle sheaf F, we saw that any functor F(v → e)L maps k to a simple Si, 0 ≤ i ≤ n−1,
up to shift. Global sections associated with arcs are thus built out p-relative Kan extensions
of local objects, the Lv

δ lying at vertices, which arise from even more local objects, namely an
object in F(e) = D(k). This is the local version of a description of left induction in terms of
arcs:

Let G be a trivalent spanning graph of a marked surface S. Let e be an edge of G. We
let γ⟳

e be the arc that, starting at e, is composed of segments (in both directions of e) which
always turns right at the trivalent vertex of G.

Proposition 4.3 ([Chr25a, Sections 4.1,4.2]). The functor eve : RΓ(G,F)→ F(e) admits a left
adjoint, denoted indL

e , satisfying

indL
e (k) ≃ Xγ⟳

e
∈ RΓ(G,F) ,

where Xγ⟳
e

denotes the global section associated with the arc γ⟳
e .
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γ⟳
vγ⟳

e

Figure 4: This figure appears as [Chr25a, Figure 2]: the arc γ⟳
e in the 5-gon starts at the middle

edge e and always turns right. The broken arc, we call these webs, γ⟳
v is a similar arc starting

at the right vertex v. Note that these arcs are, away from their starting points, trajectories for
the line field induced by the ribbon graph.

Proof sketch. To simplify the notation, we only prove this in the case that e is external. In this
case, γ is the composite of segments δ1, . . . , δn with δi starting at an edge ei and ending at an
edge ei+1 following one step in the clockwise direction, with e1 = e. Let vi be the vertex near
which δi lies.

We note that Lvi
δi

(vi) ≃ F(vi → ei)R(Lδi
(ei)). Let Y ∈ RΓ(G,F) be a global section. Then

MorRΓ(G,F)(Xγ⟳
e

, Y ) is equivalent to the limit of the diagram

MorL(G,F)(Le1 , Y ) MorL(G,F)(Le2 , Y ) . . .

MorL(G,F)(Lv1
δ1

, Y ) MorL(G,F)(Lv2
δ2

, Y ) MorL(G,F)(Lvn
δn

, Y )

where the objects Le1 , Lv2
δ2

, Lvn
δn

are understood to be suitably shifted.
By construction, Lvi

δi(vi) ≃ F(vi → ei−1)L(Lei−1(ei−1)). Since Lvi
δi

is the left Kan extension
of Lvi

δi
(vi), we have

MorL(G,F)(Lvi
δi

, Y ) ≃ MorF(v)(Lvi
δi

(v), Y (v))
≃ MorF(v)(F(vi → ei−1)L(Lei−1(ei−1)), Y (vi))
≃ MorF(e)(Lei−1(ei−1), Y (ei))
≃ MorL(G,F)(Lei , Y ) .

This shows that the right pointed morphisms in the above diagrams are equivalences. The
colimit is hence given by

MorL(G,F)(Lv1
δ1

, Y ) ≃ MorL(G,F)(Le1 , Y ) ≃ Y (e1) = eve(Y ) ∈ D(k) .

We thus have
Mor(Xγ⟳

e
, Y ) ≃ Mor(k, eve(Y )) ,

functorial in Y , from which it follows that6 Xγ⟳
e
≃ indL

e (k), as desired.
6Warning: in this conclusion we are being sloppy. With minor additional work and using the characterization

of adjunctions from [Cis19, Def. 6.1.3], one can however indeed use this computation to deduce the desired
description of the adjoint.
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Corollary 4.4. Let e be an external edge. The functor indL
e : F(e) = Dperf(k) → RΓ(G,F) is

fully faithful if and only if the boundary component contains two marked points.
If ind eL is fully faithful, the fiber sequence from Proposition 4.1.(1) is also a cofiber sequence

(and in fact even induces a recollement).

Proof. To prove fully faithfulness, it suffices to show that the unit idF(e) → eve indL
e is an

equivalence. Since γ⟳
e describes the support of indL

e (k), we must simply inspect this arc.
The arc γ⟳

e is obtained by starting at the boundary component of e, following close to it
in the counterclockwise direction until shortly after the next marked point is reached and then
ending at the boundary component. Such arcs are also called boundary arcs, they cut out a
1-gon in the boundary. If the boundary component has at least two marked points, then γ⟳

e

has exactly one endpoints near e, and eve indL
e (k) ≃ k, as desired. If the boundary component

contains a single marked point, then γ⟳
e also ends near e and eve indL

e (k) ≃ k ⊕ k[n] for some
n ∈ Z. In this case, the unit is not an equivalence.

One can similarly geometrically characterize when indL
e is fully faithful. The arising recolle-

ments recover known decompositions of topological Fukaya categories, which can be used for
instance to compute additive invariants of these categories, see for instance [Dyc17].

4.3 Outlook: perverse schobers

The notion of a categorified perverse sheaf, called perverse schober7, was proposed by Kapranov–
Schechtman [KS14]. The theory on surfaces was initiated in [Chr22] and further worked out
in [CHQ23,Chr23,Chr25a].

Definition 4.5. Let n ≥ 1. A perverse schober on the n-spider consists of the following data:

(1) If n = 1, a spherical functor of stable ∞-categories

F : V→ N

meaning that F admits a right adjoint G, such that the twist functor CV = cof(idV
unit−−→

GF ) ∈ Fun(V,V) and cotwist functor CN = fib(FG
counit−−−−→ idN) ∈ Fun(N,N) are autoe-

quivalences.

(2) If n ≥ 2, a collection of functors of stable ∞-categories

(Fi : Vn ←→ Ni)i∈Z/nZ

satisfying that

(a) Fi admits adjoints Ei ⊣ Fi ⊣ Gi ⊣ Hi,
(b) Gi is fully faithful, which is equivalent to FiGi ≃ idNi

via the counit,
(c) Fi ◦Gi+1 is an equivalence of ∞-categories,
(d) Fi ◦Gj ≃ 0 if j ̸= i, i + 1,
(e) fib(Hi+1) = fib(Fi) as full subcategories of Vn.

Note that a collection of functors as above is the same data as a functor Exit(Gn) → St, with
Gn the n-spider, mapping v → ei to Fi.

7Schober is german for (hay) stack.
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Remark 4.6. Let n ≥ 2 and F : Exit(Gn) → St a perverse schober on the n-spider. Passing
to left adjoints from condition (e) implies that Im(F(v → ei)L) = Im(F(v → ei+1)R). Thus
F(v → ei+1 ◦ F(v → ei)L : Ni → Ni+1 is an equivalence, satisfying

F(v → ei)L ≃ F(v → ei+1)R ◦ F(v → ei+1) ◦ F(v → ei)L .

Stated differently, this means that left induction from ei to v yields the same objects as right
induction from ei+1 to v. The corresponding objects are described by the boundary arc in the
n-gon going from ei to ei+1.

Definition 4.7. A constructible sheaf F : Exit(G) → St is called a G-parametrized perverse
schober if for each vertex v of valency n of G, with corresponding inclusion Exit(Gn) ⊂ Exit(G),
the restriction F|Exit(Gn) defines a perverse schober on the n-spideri n the sense of Definition 4.5

The notion of a perverse schober categorifies the notion of a perverse sheaf, in the sense that
applying K0 to the diagram describing the perverse schober yields a diagram of vector spaces
encoding a perverse sheaf.

Exercise 3. Show that every gentle sheaf defines a perverse schober.

Many features of the theory of gentle sheaves generalizes to the theory of perverse schobers.
For instance, one can construct objects from arcs (though typically not all indecomposable
global sections will be of this form) and describe the derived Homs between arc objects in terms
of intersections. Stop removal and pushforward along contractions of ribbon graphs are also
possible for perverse schobers. For induction, we obtain the following:

Proposition 4.8 ([Chr25b]). Let F be a G-parametrized perverse schober. Let e be an edge
of G. Then the functor eve : RΓ(G,F) → F(e) admits a left adjoint indL

e , indR
e , mapping each

object X ∈ F(e) to a global section whose support is described by γ⟳
e .

The construction of the global section indL
e (X) is analogous to the case of gentle sheaf,

it is obtained by gluing together lax sections along γ⟳
e . These local sections are all lax Kan

extensions of sections of the form F(v′ → e′)L(Y ) with v′ a vertex passed by γ⟳
e .

The induction from vertices are similarly describes by the branched arcs starting at the
vertex, as in Figure 4.

The theory of perverse schobers is inspired by Picard–Lefschetz theory and specifically the
construction of Fukaya–Seidel categories [Sei08], see also [Chr23] for a discussion of the relation
with the latter. The descent properties of partially wrapped Fukaya categories shown in [GPS24]
essentially imply that partially wrapped Fukaya categories of symplectic manfiolds equipped
with a Lefschetz fibration to a surface can be computed as the global sections of an induced
perverse schober whose edge stalks are the wrapped Fukaya category of the fiber.
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